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ABSTRACT 

The Coronavirus pandemic emerged as the deadliest in recent times originated from 

China in 2019 affecting the entire globe. The data used in this work is obtained from 

publicly available official Belgian website. Model parameters of ARIMA were selected 

and the optimized parameters were used to forecast the COVID-19 cases. Daily time 

series data from April 2020 to July 2021 of total infected cases from Belgium were 

collected. ARIMA forecast for 60 and 100 days was computed using the seasonal ARIMA 

model and PROPHET model which resulted in the forecast with actual (observed) data 

and the predicted data. ARIMA and PROPHET model suggested the continuing trend of 

infection in Belgium. The predicted ARIMA forecast model (3,0,0) (0,1,0) had MAPE 39.8 

with Mean Error 0.005 and RMSE 0.54. The obtained model may be used to assess the 

successive waves of infection in other countries. The Prophet model outperforms ARIMA, 

in accuracy in forecasts. The RMSE of the model was 259.7536 and MAE was 208.8522 
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1. INTRODUCTION 

COVID-19 virus has been spreading as a pandemic across the globe. A respiratory infection 

spreading through small droplets or upon contact has been causing severe acute respiratory 

syndrome [1]. The pandemic originated from Wuhan of China with lives lost worldwide with the 

trend still continually increasing [1,2]. Predicting the developing trend of the successive waves of 

COVID-19 in five European countries have been studied in France, Spain, UK, Germany, and 

Italy [3]. Globally the risk of second rebound of the pandemic COVID-19 pandemic caused great 

anxiety. Looking at the history of the deadly virus there are multiple waves of pandemic causing 

significant spread and deaths.  

In the year 1918 the Spanish flu for example first made its appearance in the USA which was 

transmitted to Europe during World War I through the returning soldiers in early spring of the 

https://link.springer.com/article/10.1007/s42979-020-00298-6#ref-CR1
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same year. It was deemed to be contagious having all the hallmarks of the seasonal flu. The first 

wave however, was not particularly deadly with symptoms of malaise and fever lasting for 3 days. 

Amidst speculation, however, the Spanish flu emerged as a mutated strain which spread through 

the warring troops to France and USA from England, causing greater fatalities and often termed 

the ‘rebound”. Similar was the spread of the H7N9 pandemic which caused five epidemics in 

China.  

1.1 The danger of subsequent waves  

The countries resorted to lockdown as the only measure to contain the virus from spreading which 

included banning international flights to restrict the movement of millions, suspending schools 

and educational institutes and business operations. The psychological impact on the population 

with long stay-at- home and the outcome of unlocking by the governments of countries brought 

the administrators and scientific communities on the discussion table for a valid solution. 

Multiple models have been developed by the scientists which present the best-case and worst-

case scenarios, under varying sets of circumstances. The randomness and the complexity of virus 

transmission present with uncertainties in key epidemiological parameters.  ARIMA model have 

been used to predict the European Centre for Disease Prevention and Control (ECDC) data to on 

the number of infected cases and mortality rate of COVID-19 [5]. However, only a few countries 

participated in the study. Other studies investigated the rising trends of COVID19 and provided 

a forecasting model including from India [5].  

The objective of the study was to find an appropriate ARIMA model and a PROPHET model for 

forecasting the spread of the virus. If such a model can be used to predict the spread in other 

countries. 

2. FORMAT GUIDE 

2.1. Methods 

The COVID-19 dataset is taken from the database hosted by the Belgian institute for health, 

Sciensano and is responsible for the collaborations on epidemiological data on COVID-19 

pandemic and provides insight into the dynamics. The dataset is downloaded from 

https://epistat.wiv-isp.be/covid/ for further analysis. 

 

Figure 1: Workflow  

As represented in the dataset, the death toll had an exponential phase in 2020 followed by a sharp 

decline with slight increase until June 21 which coincides with the unlock down seen in the state. 

In the beginning of March 2020, there was no seasonality in the data, nor was it expected to be 

relevant. However later on the seasonality was visible. The workflow was indicated in Figure 
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1.All analysis was carried out in R version 4.1.1 (statistical computing 2021) after installing 

suitable packages. 

3. RESULTS 

3.1 ARIMA Model  

The graphics function of auto ARIMA (auro_arima) finds appropriate parameters like p, d, q. 

The difference tests like Augmented Dickey-Fuller, Phillips–Perron or Kwiatkowski–Phillips–

Schmidt–Shin tests are used to decide the parameters like difference, d for a test of stationarity. 

The models are fitted within the scope of start_p, max_p, start_q, max_q ranges . Auto_Arima 

can also identify the ideal p and q values for tests for seasonality such as the Canova–Hansen test.  

3.1.1 Data Preprocessing and transformation 

The ADF test was performed to test for stationarity. The P-value was found to be 0.07 which is 

greater than 0.05, hence the data is accepting the null hypothesis, indicating the data is non-

stationary. 

adf.test(rnorm(6), k=0) 

To obtain optimal performance of ARIMA models the data need to be stationary. Transformation 

of data takes place when it is converted to stationarity. Differencing is used primarily for data 

transformation. 

The auto.arima gave the initial Arima model as (2,0,1) as the best model.The parameters given 

by the auto_arima model was iterated and was subjected to differencing. Figure 2 depicted plot 

of differenced data against time plotted monthly. The seasonality in the data is revealed using 

auto arima model with the Belgium dataset. 

 

Figure 2. ARIMA forecast model (3,0,0)(0,1,0) for next 100 days 

3.1.2Forecasting 

A widely popular method for outbreak detection of diseases is ARIMA models. The prerequisite 

for fitting an ARIMA model is stationarity of time series. To build the ARIMA model the first 

step was to test for unit root in the time series. Since the time series in the study was non stationary. 
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This was done by conducting the Augmented Dicky Fuller Test (ADF). The tests suggested that 

the data had to be transformed to stationarity by differencing. The residuals of the ARIMA series 

were checked and found to be stationary (Figure 3). 

The ACF plot decays slowly indicating the seasonal AR model. To handle the data showing 

seasonality we fit a seasonal ARIMA model to the study data with auto.arima. Differencing of 

the first order on the seasonal model set to true and specifying the argument D-1 as one of the 

parameters in the auto.arima function. 

The analysis was carried out using library(forecast) with auto.arima. 

fit <- auto.arima(diff(myts), D=1, seasonal = TRUE, approximation = FALSE) 

The residual plot and PACF plots from the auto_arima model, was shown in Figure 5 and Figure 

6 respectively. 

ACF plots show that the residual error is not correlated.Table 1 shows the measures of accuracy  

The value 0.54 of RMSE is similar to standard deviation and is a measure of how much the 

residual distribution is.Around 39.8% MAPE implies the model is about 60.2% accurate in 

predicting the observation. 

The results described in the current study found ARIMA (3,0,0)(0,1,0) to be optimal for 

forecasting the spread of infection. The forecasting for next 100 days showed ARIMA model 

exhibits seasonality in prediction. A better measure of estimating accuracy of forecast is MAPE 

which implies the model accuracy of 60.2%. The forecast indicated the subsequent waves would 

appear in a seasonal manner for the next 100 days. In spite of restrictions across the border and 

the vaccinations rate increasing the model forecast indicate a gradual decrease with sudden spurts 

of infection. The study may be extended to the other European countries with similar control 

measures such as vaccination by the government. Though vaccine coverage has been directly 

linked in controlling, its effectiveness has also been debated in pandemic control [6-11]. 

Future work would aim to correlate other parameters such as vaccination rate and its effectiveness 

in eradication of coronavirus in populations. Other spatial-temporal models such as Bayesian 

model   or spatial fixed/random effects panel models may be investigated. 

 

  

Figure 3. Residual Checks from Naïve method and ACF plot 
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Table 1.  Accuracy check for ARIMA model 

Measures of accuracy Value 

Mean Absolute Error (MAE) 0.172 

Mean Error(ME) 0.005 

Root Mean Square Error (RMSE) 0.54 

Mean Absolute percentage Error (MAPE) 39.8 

AIC 230.7 

AICc 231.4 

Log likelihood -111.3 

ACF -0.04 

 

3.2 PROPHET MODEL 

Prophet is a model developed by open-source tool of Facebook Inc., which was modelled in R. A 

very flexible tool for forecasting and is very intuitive.  

 

 

Prophet model 

 

 

Prophet model: logistic growth model with a saturating minimum 
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Table 2: Evaluation Metric for the Prophet model 

Sl No. horizon mse rmse mae smape coverage 

1 6 days 53301.78 230.8718 184.4525 0.8310489 0.9308449 

2 7 days 53627.78 231.5767 183.9293 0.8396263 0.9259259 

3 8 days 56040.72 236.7292 189.9405 0.8755413 0.9244792 

4 9 days 58656.67 242.1914 193.6253 0.888002 0.9198495 

5 10 days 63341.08 251.6765 201.7680  0.9225915 0.9105903 

6 11 days 67471.92 259.7536 208.8522 0.9212559 0.9024884 

 

3. CONCLUSIONS 

Papers In the present paper the dataset from Begium health web site were used to build an Arima 

forecast model. The residual checks were done for fit of the model. The Prophet model was also 

constructed and it scored over Arima model in accuracy.   
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