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ABSTRACT 
Asperger syndrome starts to appear in childhood and continues to keep going on into adolescence and 

adulthood. Propelled by the rise in the use of machine learning techniques in the research dimensions of 

medical diagnosis, this paper there is an attempt to explore the possibility to use VGG16, Mobilenet v2, 

Densenet-121, Resnet-51, Inceptionv3, and Convolution Neural Network for predicting A novel data-set 

is created with ASPERGER SYNDROME individuals of a toddler, adolescent, and adult age groups to 

evaluate the model. The first data set related to ASPERGER SYNDROME screening in children has 292 

instances and 21 attributes. Second data-set related to ASPERGER SYNDROME screening. Adult 

subjects contain a total of 704 instances and 21 attributes. The third data-set related to ASPERGER 

SYNDROME screening in Adolescent subjects comprises 104 instances and 21 attributes. ACGAN is 

applied to increase the data set as there is an imbalance of data between healthy individuals and healthy 

individuals. After applying various deep learning architectures results strongly suggest that CNN-based 

prediction models work better on increased data sets with higher accuracy of 99.53, 98.30, and 96.88 % 

ASPERGER SYNDROME Screening in Data for Adults, Children, and Adolescents respectively. 
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1. Introduction 

Asperger syndrome also referred to as ASPERGER SYNDROME is mainly detected by visual 

observation and analysis of children’s natural behaviours. There are certain limitations in the 

gold standard observational tool available that hinder the early screening of ASPERGER 

SYNDROME in children. So the most important things to be included in diagnosis include 

screening processes of child observations, parent interviews, and manual testing1 are costly and 

time-consuming2. While, the validity of the results obtained from a clinician’s observations can 

be subjective3, furthermore, behavioural rating capture data from the children's clinics not in 

their natural environments; these limitations are the motivation for the development of new 

methods of ASPERGER SYNDROME diagnosis without compromising accuracy, to reduce 

waiting periods for access to care. Accurate diagnosis is critical as an early intervention within 

the first few years of life can provide long-term improvements for the child and prove to be very 

effective4. 

Retrospective analysis of home videos has helped to discover early behavioural risk markers of 

ASPERGER SYNDROME 5, 6, 7. Some of the documented ASPERGER SYNDROME-related 

behavioural markers documented by researchers that emerge within the first months of life are: 

a. Diminished social engagement and joint attention8,9,  

b. Atypical visual attention such as difficulty during response-to-name protocol10,  

mailto:debmitra.ghosh@jisuniversity.ac.in


Ghosh 2023  Science Transactions © 
 

28 

 

c. Longer latencies to disengage from a stimulus if multiple ones are presented11, 

d. Non-smooth visual tracking12.  

e. Decreased attention to social scenes,  

f. Decreased frequency of gaze to faces13  

g. Decreased expression of emotion.  

h. Differences in motor control are an early feature of ASPERGER SYNDROME14, 15, 16, 17. 

Computer vision has been used over the past decade, in the field of automated medical 

diagnosis as it can provide unobtrusive objective information on a patient’s condition. Utilizing 

computer vision methods to automatically detect symptoms can pre-diagnose over 30 conditions 

as suggested by recent studies18. For example,  

a) computer vision-based facial analysis can be used to monitor vascular pulse,  

b) assess pain,  

c) detect facial paralysis,  

d) diagnose psychiatric disorders  

 

The main reasons for using computer vision for a clinical purpose are 

Ø to remove any potential bias,  

Ø develop a more objective approach to analysis,  

Ø increase trust towards diagnosis,  

Ø decrease errors related to human factors in the decision-making process, 

Ø Computer vision-based systems provide a low-cost and non-invasive approach, 

potentially reducing healthcare expenditures when compared to medical examinations. 

 

2. Literature Survey 

The commonly implemented ML algorithms are Random Forest (RF), Support Vector Machines 

(SVM), Alternative Decision Tree (AD Tree), and Logistic Regression (LR), Naïve Bayes, and 

K-Nearest Neighbour (KNN). The Table1 shows the details of work till now done on MRI 

imaging using machine learning for detection of ASPERGER SYNDROME. Computer vision 

has been used to capture and quantify different information, to study ASPERGER SYNDROME 

Spectrum Disorder: 

 

Table1: Magnetic resonance imaging (MRI)/functional MRI (fMRI). 

 
Reference Focus Participants Age Input 

data 

Method used Dataset 

Samson et 

al.22 

fMRI to 

study the 

neural 

bases of 

complex 

non-social 

sound 

processing 

15 

ASPERGER 

SYNDROME, 

13 TD  

 

  

ASPERGER 

SYNDROME: 

24.3 ± 6.25 

TD: 

23.5 ± 7.42 

fMRI 

scans/3 T 

TRIO 

MRI 

system 

Image 

processing/ICBM152 

(MNI) space and 3D 

Gaussian Filtering

  

Own 

dataset 

Ahmadi et 

al.25  

fMRI for 

biomarker 

detection

24 

ASPERGER 

SYNDROME, 

 

  

MRI 

scans/3T 

MRI 

Machine learning, 

independent component 

analysis 

Own 

dataset 

https://www.nature.com/articles/s41398-020-01015-w#ref-CR22
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  27 TD 

  

scanner 

Eslami 

and 

Saeed28 

 

  

fMRI for 

diagnosis 

187 

ASPERGER 

SYNDROME, 

183 TD  

 fMRI 

scans  

Deep learning, MLP 

with 2 hidden 

layers + SVM  

Four 

datasets 

(NYU, 

OHSU, 

USM, 

UCLA) 

from 

ABIDE-I 

fMRI 

dataset 

Crimi et 

al.30 

 

 

 

  

fMRI for 

diagnosis 

31 

ASPERGER 

SYNDROME, 

23 TD  

 Imaging 

data, GE 

3T 

MR750 

scanner 

Machine 

Learning/Constrained 

Autoregressive Model 

San Diego 

State 

University 

cohort of 

ABIDE II 

dataset 

Chanel et 

al.32 

  

fMRI for 

diagnosis 

15 

ASPERGER 

SYNDROME, 

14 TD 

ASPERGER 

SYNDROME: 

28.6 ± 1.87 

TD: 

31.6 ± 2.61 

fMRI/3T 

MRI 

scanner 

Machine learning/SVM

  

Own 

dataset 

Zheng et 

al.34 

 

 

  

MRI for 

biomarker 

detection 

66 

ASPERGER 

SYNDROME, 

66 TD  

 MRI 

scans 

multi-feature-based 

networks (MFN) and 

SVM 

4 datasets 

(NYU, 

SBL, KUL, 

ISMMS) 

from 

ABIDE 

database 

 

2.1. Motivation 

Researchers have proved that using conventional machine learning approaches and deep 

learning based models have proved effective for the detection of ASPERGER SYNDROME 

Spectrum Disorder. Here, several machine learning models performances have been compared 

for early detection purpose. Different models have been used on different dataset and then 

performances are compared individually. We have seen promising results given my machine 

learning algorithms for the assessment of ASPERGER SYNDROME. Mostly used tools for 

screening of ASPERGER SYNDROME are ADI-R and ADOS-G. Most common machine 

learning algorithms used are SVM, decision tree, random forest. But still there are many 

challenges with these algorithms for the implementation of computer aided assessment of 

ASPERGER SYNDROME. There is still some more research required for presenting a cost-

effective novel computer-aided approach to prove the reliability of assessment results predicted 

by a deep learning or machine learning based algorithm.  

2.2. Aim 

1. The main aim of this study is to develop a model facilities imaging technology through 

screening of MRI of ASPERGER SYNDROME individuals. They lack in need of expert 

intervention for inference. A machine learning algorithm is trained with ASPERGER 

SYNDROME patient data such that it can classify between healthy and diseased individuals. 

2. Here different deep learning algorithms have been used and performances have been 

compared for this purpose. A novel dataset has been created for this purpose with ASPERGER 

SYNDROME individuals of toddler group, children group and adult group.  
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3. In this work we focus on face dataset generation of ASPERGER SYNDROME toddler, 

child, adolescent. We present a novel and effective pipeline for generating face dataset from 

unlabelled and raw data images. There has been more than 70 individuals both girls and boys of 

different age group. 

4. To bridge the data imbalance of ASPERGER SYNDROME kids’ vs healthy individuals 

ACGAN has also been used here. These shows the performances of all algorithms have 

improved with increased datasets. 

To fulfil this aim the following goals are set in a step-by-step manner.  

 

• Fast and accurate result.  

• Reduce human errors and bias.  

•Low-cost approach. 

 

3. METHODOLOGY 
Current data augmentation techniques use simple techniques like image transformations and 

colour adjustments, such as scaling, converting, improving contrast, etc. that is fast, reliable, 

and easy. However, here we have a slightly altered sample, the changes are limited because it is 

structured to turn an existing sample whereas, classical data augmentation produces partially 

seen data.  

 

Figure 1 ACGAN architecture explained.   
 

To overcome the limitations of classical data augmentation a modern, innovative, and advanced 

form of augmentation is Generative Adversarial Network (GAN) which helps to make synthetic 

images. There are two networks used in GAN: 

G (z) (G(z) generator) and  

D (z) (D(z) discriminator),  

where the generator aims to produce a realistic image to trick the discriminator that is well 

trained to better differentiate between the real and fake images. The purpose of the generator is 

to minimize the cost value function. To reduce human interpretation computer image 

classification is used which helps to analyse and classify images into certain categories. Because 

researchers mostly focus on image classification and image feature extraction and classification 

algorithms. SIFT and HOG are traditional images features that involve manually designed. So, 

it triggered automatically features extraction methods by using the prior knowledge of the 

known categories and helped to avoid the traditional image classification methods which were a 

complicated process of feature extraction. 
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Figure 2 Basic Structure of the model. 

 
CNN Architecture and layers: Convolution Neural Network or CNN is widely used in image 

processing because of its feature engineering character. It mainly consists of three layers. These 

are the convolution layer, pooling layer, and completely connected layer. These can be divided 

into two blocks hidden block and classifier block. The first block consists of a convolution layer 

with an activation function. This block acts as a feature map. The second layer is a classification 

that consists of fully connected and SoftMax layers. CNN provides many advantages: 

• Segmentation is also done by CNN. 

• It is being used for object detection. 

 

Artificial intelligence is a branch of science that helps to make intelligent machines. Many 

biomedical complicated diseases are using AI for diagnosis. Machine learning is a subset of AI 

which helps to train a model to perform a specific task. Deep Neural network, Artificial Neural 

Network is again a subset of Machine Learning. Deep Learning techniques are getting popular 

now-a-days because it primarily focuses on medical Images which are low-cost imaging 

techniques and abundantly available in hospitals and clinics. Convolution 

Neural Network (CNN) is widely used in medical imaging and medical classification task. 

These helps in image feature extraction which are not apparent in original images. CNN is a 

very useful feature extractor, so it can be used for lung image classification without complicated 

and expensive hand-driven feature engineering. CNN can also be used for image processing like 

histogram analysis, cropping, and contrast enhancement. This helps to increase the accuracy 

while decreasing the training time, so lung nodules are extracted based on annotations and 

diagnostic information. DenseNet- MobileNet takes two-point convolution layers and a depth-

wise convolution layer which is basically, a depth-wise separable convolution as a whole, called 

a dense. The accumulated output feature maps generated by a point convolutions in all previous 

depth-wise separable convolution layers are the input feature maps of depth-wise separable 

convolution layer. The input feature map in the point convolution layer is the output feature 

map generated by the depth-wise convolution in the dense block. There is one dense connection, 

In the DenseNet-MobileNet model, only one input feature map needs to overlay the output 

feature map. The DenseNet-MobileNet model does not add other transition layers too therefore 

after separable convolutions; the size of the feature map gets reduced by the depth-wise 

convolution with stride 2. Finally, global average pooling is applied and connected directly to 

the output layer of the MobileNet model. Experiments show that the classification accuracy of 

the global average pre-cooling depth-wise separable convolution with dense connection before 

the global average pooling is higher. The two-layer depth-wise separable convolution without 

dense connection and finally the depth-wise separable convolution layer before global average 

pooling is also densely connected is comparatively less than previous model. We have used 

CNN-model for ASPERGER SYNDROME classification.   
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 Figure 3 The Workflow diagram. 

 
This research has the following contributions: 

1. The main aim of this study is to develop a model facilities imaging technology through 

screening of MRI of ASPERGER SYNDROME individuals. They lack in need of expert 

intervention for inference. A machine learning algorithm is trained with ASPERGER 

SYNDROME patient data such that it can classify between healthy and diseased individuals. 

2. Here different deep learning algorithms have been used and performances have been 

compared for this purpose. A novel dataset has been created for this purpose with ASPERGER 

SYNDROME individuals of toddler group, children group and adult group. 

3. In this work we focus on face dataset generation of ASPERGER SYNDROME toddler, child, 

adolescent. We present a novel and effective pipeline for generating face dataset from unlabeled 

and raw data images. There has been more than 70 individuals both girls and boys of different 

age group. 

4. To bridge the data imbalance of ASPERGER SYNDROME kids’ vs healthy individuals 

ACGAN has also been used here. These shows the performances of all algorithms have 

improved with increased datasets. 

Dataset for this research is Version 5 of the Kaggle data set which is publicly available and has 

2940 images that are evenly split between two classes: ASPERGER SYNDROME and not 

ASPERGER SYNDROME. The distribution of male to female pictures in the ASPERGER 

SYNDROME class is close to 3:1 ABIDE(ASPERGER SYNDROME Brain Imaging Data 

Exchange) Dataset 1 contains 1112 dataset, including 539 from individuals with ASPERGER 

SYNDROME and 573 from typical controls ages 7-64 years. The decision to develop the 

dataset on these datasets is driven by the fact that all of them are open-sourced and completely 

available to the public and research communities. All datasets are merged together and duplicate 

images are removed. The inputs are all uniquely identifies using hashing method. The most 

striking trend is the limited number of cases and scarcity of availability of MRI images 

associated with ASPERGER SYNDROME patient’s data in the public domain. The image pre-

processing steps involved are resizing (112 X 112 X 3) and each image is normalized by 

rescaling the pixels from [0, 255] to [0, 1]. Adaptive Moment Estimation called Adam (Adam is 

a method for stochastic optimization which calculates adaptive learning rates for parameters.) is 

used as the optimizer and categorical cross entropy as the loss function. The activation function 

is ReLU. 

The hyper parameters used for training are learning rate = 0.001, and batch size = 16. 

The network is trained for 25 epochs and after training, 85.4 per cent accuracy is achieved. The 

Table 2 contains all the attribute details of the referred novel dataset. 
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Table 2: attributes in the dataset. 

 
Attribute Id Attribute Description 

1 Patient Age 

2 Sex 

3 Nationality 

4 Patient suffered from any disease during birth 

5 Any family member suffered from mental 

disorder 

6 Screening of ASPERGER SYNDROME done 

by the user before? 

7 Screening test type 

8 Based on screening method answer 10 

questions 

9 Screening Score 

 

The novel dataset has the above mentioned common attributes that are used for prediction. Pre-

processing of data is done first on the acquired dataset as the real world data contains much 

error and are often incomplete to meaningful and understandable format. Some of the pre-

processing techniques are outlier detection, data discretization, data reduction etc. he 

distribution of data is 80% for training and 20% for testing datasets. The training dataset is 

further divided into two parts: training and validation with 80% and 20% data distribution. 

 

4. RESULT AND DISCUSSION 

Generative Adversarial Networks (GANs) is based on game-theory where two neural networks 

are utilized to compete with each other to create new virtual instances of data that can be 

transmitted as real data. GANs are extensively used for image generation. GAN to perform data 

augmentation. GANs generate high-resolution samples from highly variable data sets. The 

Forward GAN which generates diverse images and Backward GAN which generates realistic 

image and acts as a noise reducer. So basically, in a ACGAN we have an input noise to the 

generator along with input image which helps the generator to learn the features of brain. The 

output of a generator is a fake image which is given as an input to the discriminator. Finally, the 

discriminator classifies between a real and fake image. The discriminator D gives a distribution 

of probability over class labels and sources.  P(S I X); P(C I X) = D(X): The log-likelihood of 

source class Ls and correct class 

Lc forms the objective function. Lc = E[log P(C = c I Xreal )] +E[log P(C = c I Xfake)] (1) 

Ls = E[log P(S = real I Xreal )]+E[log P(S = fake I Xfake)] (2) D maximizes Ls + Lc and 

G maximizes Lc - Ls.  

We propose a GAN architecture based on DCGAN, to produces images which helped the 

classification network to get trained properly. 100-dimension image is converted to a 64 X 64-

pixel image by stride convolutions. The discriminator along with generator plays a mini-max 

game, where discriminator is trained to distinguish between real and fake image generated by 

the generator. To evaluate the performance of our model we used a 10-fold cross validation. 

During training the datasets is randomly partitioned into 10 equal sized subsamples. 

  

1. Dataset 1 + MobileNet 
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2. Dataset 1 + DenseNet 121  

3. Dataset 2 + DenseNet 121  

4. Dataset 3 + DenseNet 121  

5. Dataset 4 + DenseNet 121  

6. Dataset 5 + DenseNet 121  

7. Dataset 6 + DenseNet 121  

8. Dataset 7 + DenseNet 121  

9. Dataset 2 + Dataset 5 + MobileNet  

10. Dataset 2 + Dataset 6 + MobileNet.  

 

With the experimentalresults we found that the model gives better accuracy with increased 

dataset. Here we getthe output of identification of unknow region and also classification model 

results. However,there is a drawback of GAN we found while performing this experiment. The 

data generatedby GAN are not as realistic as traditional data augmentation methods. On 

increasingthe training sample more realistic images are generated. Now, we analyze the effect 

ofthe data augmentation technique used for ASPERGER SYNDROME detection. The 

DenseNet-MobileNetarchitecture was used initially, to perform ASPERGER SYNDROME 

detection. Then to improve the performance we used the synthetic data augmentation technique.  

We found that synthetic data augments produced enhanced the performance of CNN. The 

implementation of the architecture is done using Keras [56] deep learning library in Colab. 

There is some limitation of this study 

• Architecture can be improved further based on more available database. 

• The dataset is obtained from various sources and cross-centre validations were not conducted 

in this analysis. 

 
Table3: Overall Result of ASPERGER SYNDROME Screening Data 

 
Classifier Specificity Sensitivity Accuracy 

Densenet-121 1.0 0.9677 98.30 

MobileNet-v2 0.9642 0.8064 88.13 

Inception v3 1.0 0.97 98.30 

Resnet-51 0.99 0.95 96.43 

VGG 16 0.9642 0.9354 94.91 

 

This chart shows the performance of different architectures (Densenet-121, MobileNet-

v2, Inception v3, Resnet-51, VGG-16) on the same dataset.  

 We have made every effort to ensure that the data collected is correctly labelled. Any 

mistake in data labelling, however, would probably affect the results reported. Many 

researchers have come up with technological innovations through novel imaging 

modalities to bridge the gap between the need and the possible care. The lack of existing 

infrastructure, expert manpower, and awareness about ASPERGER SYNDROME 

accentuate the occurrence rate across the nation. Eventually, this suffices the market 

opportunity of Radiological treatment through imaging devices, pharmaceuticals, and 

therapeutics. Top diagnostic imaging device manufacturers are ready to invest to get a 

better diagnosis. Although several imaging technologies that are enforcing the market 

towards point-of-care and real-time implementation through screening of pulmonary 

conditions, they lack in need of expert intervention for inference (i.e. unable to provide 

functional characterization through an AI-driven computational platform). With our 

proposed invention, we aim to dilute the shortcomings of the existing solutions to 

embody point-of-care and real-time facilities through an AI-driven computational 

module with reduced expert intervention. Therefore, we also anticipate a very good 
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scope of industrial application with the present market demand and crisis in the existing 

healthcare framework. Some work of image analysis through computational modelling 

has been carried out for detecting various diseases. Preliminary work has been 

conducted using a deep neural network approach to scale up the radiological rapid 

screen of symptomatic subjects.  
Table 4: Overall Result of ASPERGER SYNDROME Screening Data with increased datasets 

 

Classifier Specificity Sensitivity Accuracy 

Densenet-121 0.9787 0.9757 97.64 

MobileNet-v2 0.9148 0.9696 95.11 

Inception v3 1.0 0.9939 99.53 

Resnet-51 0.9575 0.9696 96.43 

VGG 16 0.9574 0.8888 98.11 
 

The study shows that performance of the architecture increases with increased dataset. The data 

imbalances are addressed by ACGAN. This helps in improving the performance of architecture. 

Studies have revealed that in certain scenarios when doctors failed to diagnose a disease a deep 

learning Algorithm performed wonderfully.  

• We can implement this software in hospitals and clinics for getting better results.  

• Convolution Neural Network has been used here, so feature extraction is not required.  

We can also avoid complicated and expensive feature engineering. With our proposed research, 

we aim to dilute the shortcomings of the existing solutions to embody fast and real-time 

facilities through an AI-driven computational module with reduced expert intervention.  

5. CONCLUSION 

In our study we have shown early detection of ASPERGER SYNDROME using various 

architectures of machine learning and deep learning. The dataset contains data of kids, 

toddler and adult non-clinical datasets. Performance evaluation metric was used to 

evaluate performances of various architecture models of machine learning and deep 

learning on the mentioned dataset.  Our long-term goal is to produce a clinically-useful 

classifier than can perform high-accuracy differential diagnosis using brain imaging 

data. As such, the classifier reported here might not be directly useful for clinicians; 

however, our approach does provide important results in the basic science of inferring 

clinical information about individual patients from brain imaging data. The results 

strongly suggest that performance of Inception v3 is good and performance of VGG-16 

increases immensely on increased datasets.  

The critical step, as it demonstrates the potential of this machine learning approach. 

 

1. A limitation of this work is the quantity of data available, particularly for 

ASPERGER SYNDROME. 

2. The decision for each child must be independently confirmed by an experienced 

mental health specialist in a clinical setting.  

3. We can define better model to select features, which are well-known for object 

detection, and show they can be useful for classification of psychiatric illnesses 

using brain images. If we can successfully apply our method to learn classifiers 
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from two large multi-site datasets, we expect that our approach will also be able 

to produce tools that can effectively classify other psychiatric disorders, from 

structural and functional MRI data, and hope that this will lead to extensions that 

are clinically relevant for various diseases.  

Acknowledgements 

The authors would like to thank Mr. Jaydeb Maity for his support and also providing the ethical 

clearance for allowing us to conduct the case study. 

 

References  
1. Thabtah, F. & Peebles, D. A new machine learning model based on induction of rules for autism 

detection. Health Inform. J. 1460458218824711 (2019). 

2. Wiggins, L. D., Baio, J. & Rice, C. Examination of the time between first evaluation and first autism 

spectrum diagnosis in a population-based sample. J. Dev. Behav. Pediatr. 27, S79–S87 (2006). 

3. Taylor, L. J. et al. Brief report: an exploratory study of the diagnostic reliability for autism spectrum 

disorder. J. Autism Dev. Disord. 47, 1551–1558 (2017). 

4. Pickles, A. et al. Parent-mediated social communication therapy for young children with autism 

(PACT): long-term follow-up of a randomised controlled trial. Lancet 388, 2501–2509 (2016). 

5. Adrien, J. L. et al. Autism and family home movies: preliminary findings. J. Autism Dev. Disord. 21, 

43–49 (1991). 

6. Adrien, J. L. et al. Early symptoms in autism from family home movies. Evaluation comparison 1st 

2nd year life using I.B.S.E. scale. ActaPaedopsychiatr. 55, 71–75 (1992). 

7. Werner, E. & Dawson, G. Validation of the phenomenon of autistic regression using home videotapes. 

Arch. Gen. Psychiatry 62, 889–895 (2005). 

8. Mars, A. E., Mauk, J. E. &Dowrick, P. W. Symptoms of pervasive developmental disorders as 

observed in prediagnostic home videos of infants and toddlers. J. Pediatr. 132, 500–504 (1998). 

9. Osterling, J. & Dawson, G. Early recognition of children with autism: a study of first birthday home 

videotapes. J. Autism Dev. Disord. 24,247–257 (1994). 

10. Nadig, A. S. et al. A prospective study of response to name in infants at risk for autism. Arch. Pediatr. 

Adolesc. Med. 161, 378–383 (2007). 

11. Elsabbagh, M. et al. Disengagement of visual attention in infancy is associated with emerging autism 

in toddlerhood. Biol. Psychiatry 74, 189–194, https://doi.org/10.1016/j.biopsych.2012.11.030 

(2013). 

12. Zwaigenbaum, L. et al. Behavioral manifestations of autism in the first year of life. Int. J. Dev. 

Neurosci. 23, 143–152 (2005). 

13. Ozonoff, S. et al. A prospective study of the emergence of early behavioural signs of autism. J. Am. 

Acad. Child Adolesc. Psychiatry 49, 256–266.e251–252 (2010). 

14. Flanagan, J. E., Landa, R., Bhat, A. & Bauman, M. Head lag in infants at risk for autism: a 

preliminary study. Am. J. Occup. Ther. 66, 577–585 (2012). 

15. Esposito, G., Venuti, P., Apicella, F. &Muratori, F. Analysis of unsupported gait in toddlers with 

autism. Brain Dev. 33, 367–373 (2011). 

16. Gima, H. et al. Early motor signs of autism spectrum disorder in spontaneous position and movement 

of the head. Exp. Brain Res. 236,1139–1148 (2018). 

17. Brisson, J., Warreyn, P., Serres, J., Foussier, S. & Adrien-Louis, J. Motor anticipation failure in 

infants with autism: a retrospective analysis of feeding situations. Autism 16, 420–429 (2012). 



Ghosh 2023  Science Transactions © 
 

37 

 

18. Thevenot, J., López, M. B. &Hadid, A. A survey on computer vision for assistive medical diagnosis 

from faces. IEEE J. Biomed. Health Inform. 22,1497–1511 (2018). 

19. Rehg, J. M. Behavior imaging: using computer vision to study. Autism MVA 11, 14–21 (2011). 

20. Sapiro, G., Hashemi, J. & Dawson, G. Computer vision and behavioral phenotyping: an autism case 

study. Curr. Opin. Biomed. Eng. 9, 14–20 (2019). 

21. Moher, D., Liberati, A., Tetzlaff, J. & Altman, D. G., Group, a. t. P. Preferred reporting items for 

systematic reviews and meta-analyses: the PRISMA statement. Ann. Intern. Med. 151, 264–269 

(2009). 

22. Samson, F. et al. Atypical processing of auditory temporal complexity in autistics. Neuropsychologia 

49, 546–555 (2011). 

23. Abdelrahman, M., Ali, A., Farag, A., Casanova, M. F. &Farag, A. New approach for classification of 

autistic vs. typically developing brain using white matter volumes. In Proc. Ninth Conference on 

Computer and Robot Vision. 284–289 (2012). 

24. Durrleman, S. et al. Toward a comprehensive framework for the spatiotemporal statistical analysis of 

longitudinal shape data. Int. J. Comput. Vis. 103, 22–59 (2013). 

25. Ahmadi, S. M. M., Mohajeri, N. &Soltanian-Zadeh, H. Connectivity abnormalities in autism 

spectrum disorder patients: a resting state fMRI study. In Proc. 22nd Iranian Conference on 

Electrical Engineering (ICEE). 1878–1882 (2014). 

26. Chaddad, A., Desrosiers, C., Hassan, L. &Tanougast, C. Hippocampus and amygdalaradiomic 

biomarkers for the study of autism spectrum disorder. BMC Neurosci. 18, 52 (2017). 

27. Chaddad, A., Desrosiers, C. &Toews, M. Multi-scale radiomic analysis of subcortical regions in MRI 

related to autism, gender and age. Sci. Rep. 7, 45639 (2017). 

28. Eslami, T. & Saeed, F. Auto-ASD-network: a technique based on deep learning and support vector 

machines for diagnosing autism spectrum disorder using fMRI data. In Proc. 10th ACM 

International Conference on Bioinformatics, Computational Biology and Health Informatics. 

646–651 (Association for Computing Machinery). 

29. Li, H., Parikh, N. A. & He, L. A novel transfer learning approach to enhance deep neural network 

classification of brain functional connectomes. Front. Neurosci. 12, 

https://doi.org/10.3389/fnins.2018.00491 (2018). 

30. Crimi, A., Dodero, L., Murino, V. &Sona, D. Case–control discrimination through effective brain 

connectivity. In Proc. IEEE 14th International Symposium on Biomedical Imaging (ISBI 2017). 

970–973 (2017). 

31. Ganeshan, B., Miles, K. A., Young, R. C. &Chatwin, C. R. In search of biologic correlates for liver 

texture on portal-phase CT. Acad. Radio. 14, 1058–1068 (2007). 

32. Chanel, G. et al. Classification of autistic individuals and controls using crosstask characterization of 

fMRI activity. NeuroImage: Clin. 10, 78–88 (2016). 

33. Guyon, I., Weston, J., Barnhill, S. &Vapnik, V. Gene selection for cancer classification using support 

vector machines. Mach. Learn. 46, 389–422 (2002). 

34. Zheng, W. et al. Multi-feature based network revealing the structural abnormalities in autism 

spectrum disorder. IEEE Trans. Affect. Comput. 1–1, 

https://doi.org/10.1109/TAFFC.2018.2890597 (2018). 

35. Chawla, N. V., Bowyer, K. W., Hall, L. O. &Kegelmeyer, W. P. SMOTE: synthetic minority over-

sampling technique. J. Artif. Int. Res. 16, 321–357 (2002). 

36. Kalantarian, H. et al. Labeling images with facial emotion and the potential forpediatric healthcare. 

Artif. Intell. Med. 98, 77–86 (2019). 

37. Kalantarian, H. et al. A gamified mobile system for crowdsourcing video for autism research. In Proc. 

IEEE International Conference on Healthcare Informatics (ICHI). 350–352 (2018). 



Ghosh 2023  Science Transactions © 
 

38 

 

38. Han, J. et al. Affective computing of childern with authism based on feature transfer In Proc. 5th 

IEEE International Conference on Cloud Computing and Intelligence Systems (CCIS). 845–849 

(2018). 

39. Tang, C. et al. Automatic smile detection of infants in mother-infant interaction via CNN-based 

feature learning. In Proc. Joint Workshop of the 4th Workshop on Affective Social Multimedia 

Computing and First Multi-modal Affective Computing of Large-scale Multimedia Data. 35–40 

(Association for Computing Machinery). 

40. Daniels, J. et al. Feasibility testing of a wearable behavioral aid for social learning in children with 

autism. Appl. Clin. Inform. 9, 129–140 (2018). 

41. Jazouli, M., Majda, A. &Zarghili, A. A $P recognizer for automatic facial emotion recognition using 

Kinect sensor. In Proc. Intelligent Systems and Computer Vision (ISCV). 1–5 (2017). 

42. Washington, P. et al. SuperpowerGlass: a wearable aid for the at-home therapy of children with 

autism. In Proc. ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies 1, Article 

112, https://doi.org/10.1145/3130977 (2017). 

43. Voss, C. et al. Superpower glass: delivering unobtrusive real-time social cues in wearable systems. In 

Proc. ACM International Joint Conference on Pervasive and Ubiquitous Computing: Adjunct. 

1218–1226 (Association for Computing Machinery, 2016). 

44. Vahabzadeh, A., Keshav, N. U., Salisbury, J. P. &Sahin, N. T. Improvement of attention-

deficit/hyperactivity disorder symptoms in school-aged children, adolescents, and young adults 

with autism via a digital smartglasses-based socioemotional coaching aid: short-term, 

uncontrolled pilot study. JMIR Ment. Health 5, e25 (2018). 

45. Leo, M. et al. Automatic emotion recognition in robot-children interaction for ASD treatment. In 

Proc. IEEE International Conference on Computer Vision Workshop (ICCVW). 537–545 

(2015). 

46. Pan, Y., Hirokawa, M. & Suzuki, K. Measuring K-degree facial interaction between robot and 

children with autism spectrum disorders. In Proc. 24th IEEE International Symposium on Robot 

and Human Interactive Communication (RO-MAN). 48–53 (2015). 

47. Leo, M. et al. Computational analysis of deep visual data for quantifying facial expression production. 

Appl. Sci. 9, 4542 (2019). 

 

Author 

 

 

 
 
 
 
 

Debmitra is currently perusing PhD from MAKAUT. She is working as 

Assistant Professor in Computer Science Department of JIS University. 

She was a Test Automation Engineer and Test Analyst with 8+ years of 

experience in BAT (Business Analysis and Testing) practice. 

Experienced in Performance, Automation Testing,  Data Migration 

Testing, API testing & End to End functional testing. She has worked in 

both Traditional (Waterfall, V-Model) and Agile (Scrum) development 

environments. She has held various roles as the Test Lead responsible 

for Test (QA) Management, onsite/offshore Test coordinator, Business 

Analyst. She has worked in different domains and served clients in the 

Financial/Accounting, Retail, Insurance, and Audit sector. She has 

experience in analyzing Business Requirements, Gap Analysis in the 

As-Is process and coming up with To-Be guidelines, Defining and 

Implementing functional test strategy and methodology across 

applications and technology in an integrated and global environment, 

Implementing Test Policy and produce and use metrics in the test 

https://doi.org/10.1145/3130977


Ghosh 2023  Science Transactions © 
 

39 

 

domain to monitor and improve team’s performance, quality of 

delivered business applications. She managed Test Planning, 

Preparation and Execution across multiple projects with team sizes 

ranging from 5 to 10. She has experience in producing regular status 

reports, verbal and written on the progress of testing activities to the 

project managers.  

  

 

 
 


